
Causal Vector Autoregression (advisor: Marianna Bolla)

Problem description
The task is to test a novel model connecting causality and autoregession in

multivariate time series. Above completing the theoretical proofs (I have done
parts of those) the research also includes technical issues: implementation an
algorithm using block matrix techniques and application to simulated and real
life data.

The applicants must have some maturity in probability, statistics, and ma-
trix analysis. Knowledge of stochastic processes, time series, and graphical
models is not necessary, I will give the basics in the first lesson and some defini-
tions below. Applicants having good programming skills (e.g. in Python) and
ready to implement matrix decomposition algorithms, are welcome.

The discrete time time series {Xt} (t = 0,±1,±2, . . . ) is called weakly sta-
tionary (or stationary in the wide sense) if Xts have the same expectation and
the covariance function c(h) = cov(Xt+h, Xt) for h = 0 ± 1,±2, . . . does not
depend on the time t. Note that in case of a real state space (Xts take on real
values, in many cases, they are Gaussian), c(−h) = c(h). The notion naturally
extends to multi-dimension via cross-covariance matrices.

Now the d-dimensional, weakly stationary time series {Xt} obeys the pro-
posed model for causal autoregression:

AXt + BXt−1 = Ut, t = 1, 2, . . .

where the white noise random vector Ut is uncorrelated with Xt−1, has zero
expectation and diagonal covariance matrix, B is a d × d matrix, and A is
d × d upper triangular with 1’s along its main diagonal. The model can be
transformed into a first order autoregression and it gives an alternative solution
to the famous Yule-Walker equations. In this form, via the matrix A, the
model expresses contemporaneous causation between the components of Xt if
they have a topological ordering of a DAG (Directed Acyclic Graph), akin to
the recursive graphical models. In the decomposable case, A has a so-called
reducible zero pattern that can be concluded from the autocovariances. This
issue, together with higher order autoregressions is to be investigated.

For the solution, block matrix decompositions, like the LDL or block Cholesky
can be used. The recursion and adaptation of these algorithms to our problem
is also a challenge.
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